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Feedback Systems Beat Certainty:
How Leaders Catch Errors

Why I Stopped Trusting My Own
Judgment – The Hidden Cost of
Certainty
Certainty felt like a superpower until it started hiding my mistakes. I didn’t lose a
client, I lost the ability to see the problem soon enough. Here’s what changed and
why feedback systems became the backbone of my work.

I used to pride myself on making quick, decisive calls. Walk into a room, size up the
situation, make the call, move on. It felt like leadership. It felt efficient. It felt right.
Until the day I realized I’d been wrong about our biggest client for eight months
straight.

Here’s the hard truth I missed: closed systems that resist feedback decay from the
inside. Error detection matters more than being right the first time, and durable
results come from feedback systems designed for self-correction.

The Comfort of Certainty
For years, I ran my consulting practice like a machine. I’d diagnose a client’s
problem in the first meeting, design a solution, and execute with minimal deviation.
My confidence was my brand. Clients hired me because I seemed to know exactly
what needed to happen.

The problem wasn’t that I was always wrong. The problem was that I had no reliable
way to know when I was wrong until it was too late.

Take that biggest client, a manufacturing company struggling with operational
efficiency. I’d identified the core issue as a workflow problem and spent months
implementing process improvements. The metrics looked good on paper. The client
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seemed satisfied. I felt vindicated.

But I wasn’t talking to the floor supervisors. I wasn’t checking in with the line
workers. I wasn’t measuring the right things. The real problem was a
communication breakdown between shifts that my process improvements had
actually made worse.

The Price of Being Closed
By the time I discovered my mistake, we’d lost three months and damaged
relationships that took a year to repair. The client didn’t fire me, but they should
have. I’d built a closed system around my own expertise and shut out the very
feedback that could’ve saved us both.

This is what happens to any system that stops listening to its environment. In
physics, closed systems tend toward maximum entropy, they decay. In
organizations, they become brittle and authoritarian. In careers, they lead to
irrelevance.

The cost wasn’t just professional. It was personal. I’d spent so much energy
defending my initial assessment that I’d stopped learning. I’d become the kind of
consultant I used to mock, the one who mistakes confidence for competence.

The Moment Everything Changed
The turning point came during a brutal project review. The client’s operations
manager, someone I’d barely spoken to, laid out exactly how my recommendations
were creating new bottlenecks. She had data. She had examples. She had solutions.

I had two choices: defend my position or admit I’d been working with incomplete
information. I chose to listen.

That conversation taught me something Karl Popper understood about scientific
method: the goal isn’t to prove you’re right. The goal is to build a system that finds
errors quickly and corrects them.

Adaptive systems survive not because they’re perfect, but because
they’re designed to be wrong and recover fast.
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Building Better Feedback Systems
I started small. Instead of presenting solutions in the first meeting, I began
presenting hypotheses. Instead of asking “How can we implement this?” I started
asking “What would prove this wrong?”

The first attempt was clumsy. I over-corrected and turned every decision into a
committee discussion. Projects slowed to a crawl. Clients got frustrated with the
endless questioning. Gradually, I found a rhythm. I learned to distinguish between
decisions that needed immediate action and assumptions that needed testing. I
built lightweight feedback systems: weekly check-ins with different stakeholders,
monthly metric reviews with leading and lagging indicators, quarterly “what are we
missing?” sessions.

Here’s the decision bridge that holds it together: I wanted speed and reliable
outcomes, but ego and the comfort of certainty created friction. I believed
decisiveness signaled competence, until evidence showed it was blinding me. The
mechanism was simple, explicit feedback systems that test assumptions. The
decision conditions are pre-set: if the agreed signals cross defined thresholds within
a time window, we pivot; if not, we persist and expand.

If you want a minimal version you can run this week, this micro‑protocol works
without bogging things down:

State the decision as a hypothesis with an expected result.
Name two disconfirming signals and a time window to check them.
Assign who watches which signal and at what cadence.
Pre-commit the pivot if a threshold is met.
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The breakthrough wasn’t paranoia, it was structure. You don’t need to question
everything. You need to question the right things at the right intervals.

https://i0.wp.com/johndeacon.co.za/wp-content/uploads/2026/02/feedback_systems.jpg?ssl=1
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How It Feels Now
Today, my practice runs differently. I still make quick decisions, but I build
correction mechanisms into every engagement. I still trust my judgment, but I don’t
trust it exclusively.

When I walk into a client meeting now, I’m not trying to demonstrate how smart I
am. I’m trying to understand how I might be wrong and what signals would tell me
so. The work feels more honest. Clients trust me more, not less, because I’m
transparent about uncertainty. Projects adapt faster when market conditions
change. And I sleep better knowing that if I’m heading in the wrong direction, I’ll
find out weeks, not months, later.

The irony is that by trusting my judgment less, I’ve become more effective. By
building systems that assume I’ll be wrong, I’m right more often.

What This Means for You
You don’t need to become paralyzed by doubt or turn every decision into a research
project. But you do need to ask yourself: What feedback am I not getting? What
assumptions am I not testing? What would I need to see to change my mind?

Start with one area where you feel most confident, that’s often where you’re most
vulnerable to being wrong without knowing it. Build one simple loop: a weekly
check-in with someone close to the work, a monthly review of the few metrics that
actually move your outcome, a quarterly assumption audit that forces you to retire
stale beliefs.

The goal isn’t to eliminate error. It’s to catch it early, when the cost of correction is
still manageable. Most leaders build closed systems because feedback feels like
criticism and uncertainty feels like weakness. But in a world that changes faster
than our ability to predict it, the strongest position is the one that can adapt.

The question isn’t whether you’ll be wrong. The question is how quickly
you’ll find out.

That’s the hidden cost of certainty, and the compounding return of feedback
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systems built to learn in real time.


